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OBJETIVO(S) DEL CURSO O SEMINARIO

Objetivo general

Introducir a los estudiantes en los métodos actuales de la linguistica computacional y el procesamiento del
lenguaje natural (PLN), con énfasis en modelos de lenguaje probabilisticos y otros métodos actuales. Se
busca explorar como estas técnicas permiten procesar, analizar y generar lenguaje natural, y qué tipos de
hipétesis linguisticas podrian investigarse a partir de su funcionamiento.

Objetivos especificos

Contextualizar el desarrollo reciente de la lingiistica computacional y su impacto en el estudio del

lenguaje

Explorar enfoques situados en la interseccion entre la linglistica, la estadistica y las ciencias de la

computacion

Desarrollar habilidades para analizar bases de datos lingUisticas utilizando herramientas

computacionales

Fomentar una mirada critica, desde la lingiistica, sobre las limitaciones y posibilidades de las

tecnologias actuales de generacion automatica de texto

iNpice TEMATICO

Horas
UNIDAD TEMA Tedricas Précticas
1 Introduccién a la linglistica computacional: De lo formal a lo 19 4
estadistico
9 Los grandes modelos del lenguaje (LLMs): Fundamentos y 8 8
funcionamiento
3 Enfoques cuantitativos en tipologia y diversidad lingistica: 4 1
Aplicaciones con herramientas de lingUistica computacional
4 Discusiones actuales: Analisis critico de investigaciones en la 19 4
interseccion entre lingiistica y modelos de lenguaje
TOTAL DE HORAS 36 28
SUMA TOTAL DE HORAS: 64




CONTENIDO TEMATICO DESGLOSADO

UNIDAD

TEMA/SUBTEMAS

Introduccién a la lingliistica computacional: De lo formal a lo estadistico

1.1 El lenguaje natural como desafio central de la inteligencia artificial
1.2 Desarrollo histérico. Origenes de la linguistica computacional

1.3 Enfoques formales en el analisis del lenguaje

1.4 Métodos estadisticos y el uso de la web como corpus

1.5 Aproximaciones computacionales a los niveles lingiiisticos: fonologia, morfologia, sintaxis,
semantica y pragmatica

1.6 Métodos actuales de tokenizacién de palabras ortograficas

Los grandes modelos del lenguaje (LLMs): Fundamentos y funcionamiento

2.1 ;Qué es un modelo del lenguaje estadistico/probabilistico?
2.2 Semantica distribucional como base de los modelos del lenguaje actuales
2.3 Caracteristicas de los principales asistentes generativos de texto comerciales

2.4 Familiarizacion con Python y programacién asistida por IA

Enfoques cuantitativos en tipologia y diversidad lingtiistica: Aplicaciones con herramientas de
linguistica computacional

3.1 Exploracidn automéatica de bases de datos tipoldgicas y genealdgicas: WALS, Grambank,
Glottolog

3.2 Panorama de la diversidad linguistica en las tecnologias del lenguaje actuales
3.4 Diversidad y sesgos en IA

3.4 Otras aplicaciones

Discusiones actuales: Analisis critico de investigaciones en la interseccion entre linglistica y
modelos de lenguaje

4.1 Lecturas del estado del arte en distintas tematicas:

- Caracteristicas linglisticas codificadas en los modelos de redes neuronales artificiales
£,qué aprenden realmente estos modelos?

- Modelado del dialogo en los LLMs

- Aplicaciones de LLMs al analisis del discurso

4.2 Limitaciones actuales en los modelos de lenguaje

4.3 Discusion final y prospectivas
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ESTRATEGIAS DIDACTICAS MECANISMOS DE EVALUACION DEL APRENDIZAJE DE LOS
ALUMNOS
Exposicién oral por parte del profesor ()
o o Examenes Parciales ()
Exposicion audiovisual a cargo del profesor (X))
Exposicién oral por parte de los alumnos () | Examen final escrito ()
Trabajos y tareas fuera del aula (X)
Ejercicios dentro de clase (X) - o
Exposicién en seminarios por los alumnos (X))
Ejercicios fuera del aula
) ) Participacion en clase (X)
Lecturas obligatorias X
9 x) Asistencia ()
Trabajo de Investigacion
J g ) Seminario ()
Otro . . o
Trabajo de investigacion (X)
Otro

NB: En los cursos obligatorios o que
constituyen el primer acercamiento a un
tema, la presentacion de los temas debe
descansar preponderantemente en el
profesor.

CRITERIOS DE EVALUACION

La evaluacidn sera continua e incluiré:

a) Ejercicios practicos y dinamicas grupales en clase
b) Participacion activa en clase

c) Exposicion por parte de los alumnos en la Unidad 4

d) Trabajo de investigacion breve sobre un tema relacionado con el curso

PERFIL PROFESIOGRAFICO

El docente debera contar con una formacién interdisciplinaria en lingiiistica computacional y tecnologias
del lenguaje. Debera manejar con solvencia las técnicas y conceptos propios de las tecnociencias, asi
como comprender la relevancia de estos enfoques para el estudio del lenguaje natural.




PROPUESTAS DE HORARIO PARA IMPARTIR EL CURSO:

1.- Martes en cualquier horario

2- Lunes en cualquier horario

FeEcHA: 22 DE MAYO DEL 2025



